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AbstrAct
In terms of intelligent driving, the adversar-

ial example of an attack against traffic signs will 
cause the vehicle to make wrong judgments 
and decisions. However, the existing adversar-
ial examples of defense algorithms generally 
have problems such as high training costs and 
poor defense effects and struggle to adapt to 
the environment of intelligent driving. In order 
to reduce the training cost while improving the 
accuracy of example classification, we propose 
a novel defense algorithm for adversarial exam-
ples combining micro-network structure and a 
generative adversarial network (GAN). The algo-
rithm compresses the classification model and the 
Discriminator. And the Generator is designed to 
make the reconstructed sample generated closer 
to the real example distribution so as to solve 
the common problems of the existing adversar-
ial example defense algorithm. Experiments on 
the collected traffic sign data set show that the 
proposed algorithm can achieve a better defense 
effect on the premise of lower training costs. The 
example classification accuracy can reach more 
than 97.9%, and the similarity between the recon-
structed samples and the real examples reaches 
96.26%. Moreover, the number of computations 
and parameters for training a single example is far 
lower than that of other commonly used defense 
methods, and the response speed is approxi-
mately doubled, which can greatly improve the 
safety of intelligent driving.

IntroductIon
At present, much progress and breakthroughs 
have been made in the field of intelligent driving. 
But intelligent driving needs to rely on artificial 
intelligence technology to process and analyze 
a large amount of data obtained by sensors for 
decision-making and planning. Therefore, the 
development of intelligent driving is also facing 
challenges and difficulties. The security of intel-
ligent driving technology has always been a hot 
topic, one of which is adversarial example attacks. 
Adversarial examples mean that the attacker mis-
leads the model to produce wrong classification 
results by adding perturbations to the data set 
samples, which can lead to extremely serious 
consequences. In real-world scenarios, intelligent 
driving vehicles need to recognize and understand 

traffic signs on the road, which are crucial for the 
vehicle’s driving direction, speed limit, and road 
traffic safety. However, if the attacker makes a 
small modification to the traffic sign to make it an 
adversarial example, the self-driving car will make 
a wrong decision, which will cause serious traffic 
accidents and casualties.

So far, researchers have proposed various 
defense algorithms against adversarial examples 
in the field of intelligent driving, including training 
data sets, compressing data, adversarial example 
reconstruction, etc. However, these methods have 
some limitations, to varying degrees. For instance, 
the defense range is limited, the accuracy is low, 
and the training cost is high. Compared with other 
defense algorithms, defense algorithms based on 
GAN will “recover” the adversarial example into 
reconstructed samples that are almost consistent 
with the distribution of the original samples. This 
will prevent the attacker from successfully attack-
ing the model, so defenses based on GAN can 
provide a comprehensive defense and will not 
cause a waste of data resources. Nonetheless, 
such defense methods require large amounts of 
training data and computing resources, and the 
training process may be very expensive. And there 
is a slight error between the reconstructed sam-
ples and the original samples, which will lead to 
a low accuracy of sample classification. Our pro-
posed algorithm can ensure the quality and high 
classification accuracy of reconstructed samples 
while using a small training cost.

In recognizing traffic sign images, the tra-
ditional classification model is responsible for 
extracting image spatial features from the con-
volutional layer and classifying them through the 
fully connected layer. However, when using the 
fully connected layer for computation, the 3D 
data needs to be flattened into 1D data. During 
this process, the adjacent elements in the input 
image may lose their spatial adjacency due to the 
flattening operation. Therefore, convolutional lay-
ers can more correctly understand types of data, 
such as images. Additionally, the fully connected 
layer involves a large number of parameters and 
computations in the calculation process, leading 
to high training costs.

Based on the micro-network structure [1], we 
proposed a new defense algorithm using GAN, 
addressing the existing issues of high training 
costs and low accuracy in adversarial example 
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defense. We first delve into the potential threats 
posed by adversarial example attacks on autono-
mous driving and road safety. Subsequently, we 
categorize, analyze, and summarize the existing 
adversarial example defense methods, along with 
their associated flaws, providing readers with a 
comprehensive understanding of the current state 
of the field. The algorithm section is aimed at 
addressing the shortcomings of current adversar-
ial example defense methods in the context of 
autonomous driving and provides the algorithm’s 
workflow and model structure. We then proceed 
to compare and analyze various parameters. 
Finally, we summarize the research outcomes and 
propose further research directions. Our main 
contributions are as follows:

(1) Inspired by the micro-network structure, 
we introduce the micro-network structure into 
the traffic sign adversarial example defense 
model. The experimental models all adopt the 
micro-network structure, which greatly reduces 
the training cost. On the premise of using the col-
lected traffic sign image set to train the model, the 
computations and parameters needed for each 
individual sample in our defense algorithm are 
greatly reduced.

(2) The Generator is composed of 3 layers of 
convolutional layers and 3 layers of deconvolu-
tional layers with a step, and the reconstructed 
sample of the generated traffic signs is closer to 
the real sample distribution.

(3) The MN-GAN algorithm uses a micro-net-
work structure to design a classifier and 
Discriminator. And we design a Generator model 
with a stride of 2 in the algorithm, which makes 
the sample classification accuracy rate reach 
97.9%.

relAted Work
The defense methods currently proposed by 
researchers mainly include three directions. This 
section briefly describes the research status of 
each defense direction.
• Defense Algorithms Based on Input: Cur-

rently, the most widely used is the data 
augmentation technique. Goodfellow et al. 
[2] first found through experiments that the 
trained model on a dataset with adversari-
al examples can reduce the probability of 
the model producing false negative results 
for adversarial examples. This marks the 
inception of adversarial training. This meth-
od enables the model to correctly identi-
fy adversarial examples and gain defense 
capabilities. Shafahi et al. [3] proposed Free 
Adversarial Training (FressAT). The idea is 
to directly use the gradient information to 
generate adversarial examples to reduce the 
computational cost of generating adversarial 
examples. Misclassification Aware Adver-
sarial Training (MART) proposed by Wang 
et al. [4] and Triplet Loss Adversarial (TLA) 
proposed by Mao et al. [5] both use regular-
ization to optimize robust error judgments 
to improve adversarial training. In addition 
to this, data compression is also one of the 
classic methods, which reduces the inter-
ference of adversarial noise by compress-
ing the sample data. This type of defense 
method will reduce the model’s recognition 

accuracy for benign samples. Moreover, the 
defense algorithm utilizing brute force for 
confrontation training relies too much on 
the attack method and cannot traverse all 
confrontation samples. Hence, unknown 
adversarial examples can still easily deceive 
the defense model. The defense range of 
this method is small, the training cost is 
high, and adapting to the network environ-
ment is hard.

• Defense Algorithms Based on Network 
Structure: This type of method refers to 
enhancing the robustness of the network 
by modifying the model’s architecture to 
achieve the goal of defending against adver-
sarial example attacks. Ross and Doshi-Velez 
[6] bring up a network according to the 
degree of change in the output caused by 
the penalty of input changes, so that small 
perturbations have no effect on the results. 
In addition to regularization methods, Paper-
not et al. [7] came up with an algorithm 
known as defensive distillation. This scheme 
uses soft labels to train the distillation 
model, which can help the probability vec-
tor discover additional knowledge. This pre-
vents overfitting and helps generalize better 
to the training points. The experimental 
results of this method show that defense dis-
tillation can significantly improve the mod-
el’s resilience to small perturbations. Ge et 
al. [8] proposed a dual-stream architecture 
to protect Deep Neural Networks (DNN) 
from adversarial examples by understanding 
the effect of perturbations on the models 
of high-resolution and low-resolution. They 
established a model with 10,000 user nodes 
and 1 server node to imitate the true envi-
ronment for experiments. This method does 
not require adversarial examples and can 
detect adversarial examples. This type of 
defense method is easy to implement and 
has strong generalization ability and trans-
ferability. But it is easy to cause overfitting, 
and the defense effect depends on the size 
of the disturbance added during the attack. 
This method has a large overhead, and 
the model needs to be reconstructed and 
retrained, resulting in high training costs.

• Defense Algorithms Based on Additional 
Networks: This type of method refers to 
mitigating adversarial attacks by adding one 
or more additional networks to the original 
neural network. Meng and Chen [9] pres-
ent the Magnet network, which consists of 
a detector and reformer. First, the detector 
is used to judge whether the target sample 
is kept away from the manifold boundary. 
If the target sample is far from the manifold 
boundary, it is deleted immediately. Oth-
erwise, pass it to the reformer to move it 
towards the manifold of original samples 
to recover the malignant sample. The algo-
rithm does not need to understand the gen-
eration process of adversarial examples and 

In order to reduce the training cost while improving the accuracy of example classification, we propose 
a novel defense algorithm for adversarial examples combining micro-network.
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have strong generalization ability. However, 
adversarial examples with large perturba-
tions can only be discarded. Although secu-
rity is guaranteed, it will inevitably cause a 
waste of data resources. Besides, using a 
denoising network for defense is also one 
of the most commonly used methods in 
this category. Akhtar et al. [10] propose 
a defense framework for denoising net-
works. The framework adds extra layers to 
the model. In this framework, a method 
to calculate the adversarial perturbation is 
designed to train the pre-input layer to cor-
rect the perturbed image. This scheme does 
not require any perturbation to the target 
network and has strong generalization abili-
ty, but the training overhead is high. 
The current adversarial example defense algo-

rithm based on GANs prevents attackers from 
attacking by mapping the malignant sample to the 
distribution of the original sample. Samangouei 
et al. [15] proposed Defense-GAN, a universal 
defense algorithm effective for both black-box 
and white-box attacks. This algorithm does not 
amend the classifier structure or training process. 
By minimizing the reconstruction error, the input 
image is “projected” into the scope of the Gen-
erator, which greatly reduces the efficiency of 
the adversarial example attack. Jin et al. [11] also 
proposed APE-GAN. This method uses DNN to 
build a Generator and Discriminator to get rid of 
the limitations of traditional GAN gradient disap-
pearance. Experiments show that the error rate of 
adversarial example input is significantly reduced, 
but the defense accuracy is not high enough. 
Moreover, the generated reconstructed samples 
and real samples have slight errors, and the train-
ing cost is expensive.

Although GAN-based adversarial defense has a 
higher detection rate and is simple to implement, 
it relies heavily on the performance of GAN. If 

the GAN is not properly trained, it will affect 
the identification precision of examples, thereby 
affecting the defense effect. Moreover, the train-
ing cost of this method is relatively high, requiring 
a large amount of data and computing resources. 
To this end, we propose an improved model for 
defense with GAN. This design of the model 
uses a micro-network structure, which greatly 
reduces the training cost while ensuring the 
defense effect. At the same time, we also intro-
duce model compression into the classification 
model and construct a new Generator, hence, the 
reconstructed sample is closer to the real example 
distribution.

our AlgorIthm
In our previous work [12], [13], we employed 
public datasets such as MNIST and CIFAR-10 to 
evaluate the classification model based on the 
micro-network structure and to implement adver-
sarial example defense. In our algorithm, the 
model will be tested using collected data, includ-
ing speed limit signs, traffic light countdowns, lane 
markings, etc. Prior to testing, the collected data 
will be processed so that each datum is of size 32 
× 32 pixels. The architecture of the model will be 
suitably modified, followed by the implementation 
of adversarial defenses against such datasets.

Based on the micro-network structure, we 
propose an algorithm based on GAN to prevent 
traffic signs from being attacked by adversarial 
examples, which is called MN-GAN. As shown in 
Figure 1, our defense algorithm consists mostly of 
three steps: building the dataset, training the GAN, 
and implementing defense. It primarily includes 
three network structures, namely the classification 
network, the Generator and the Discriminator. 
The network structure diagram is shown in Fig-
ure 2. The processing flow of MN-GAN is to first 
use the Fast Gradient Sign Method (FGSM) to 
attack the model to generate an adversarial exam-
ple set corresponding to the original sample set. 
Then train the GAN using a dataset containing 
malignant samples and original samples. Finally, 
the adversarial examples are input into the trained 
Generator to generate reconstructed samples. 
Then, the reconstructed samples are sent into 
the classification network for classification. This 

FIGURE 1. The processing flow of MN-GAN.

Compared with other defense algorithms, defense algorithms based on GAN will “recover” the 
adversarial example into reconstructed samples that are almost consistent with the distribution of the 

original samples.
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section will focus on the network module and loss 
function of the defense algorithm.

clAssIfIcAtIon netWork
In the defense algorithm, the computational load 
and parameter usage of the classification during 
the training process are quite huge.

Common classification networks generally con-
sist of convolutional layers and fully connected 
layers. The former extracts feature information, 
and the latter is used as classification. But this 
traditional classification network has certain 
limitations. Firstly, a fixed input image size is nec-
essary, which requires operations such as cutting 
the image, and the image information will be lost 
virtually. Secondly, the model parameters of this 
traditional classification network are basically con-
centrated in the latter, and the prediction time 
is mainly occupied by the fully connected layer. 
It has an impact on real-time requirements and 
takes up a lot of memory. We use a micro-network 
structure to compress traditional classification net-
works. Eliminated the fully connected layer in the 
classification model to overcome the limitations of 
the classification network. It is composed of con-
volutional layers and 2D average pooling layers.

generAtor
The role of the Generator is to try its best to 
generate “false samples” that closely match the 
distribution of the original samples. To ensure 
the effect of the “false examples” generated by 
the Generator, its model is composed of both 
convolutional layers and deconvolutional layers. 

The Generator structure in MN-GAN includes 
three convolutional layers and three deconvo-
lutional layers. Experiments have shown that 
when the stride of the Generator’s convolu-
tional and deconvolutional layers is set to 2, the 
reconstructed samples produce the best results. 
Therefore, the Generator we propose first uses 
convolutional layers with a stride of 2 to obtain 
a lower-resolution feature map, and then uses 
deconvolutional layers with a stride of 2 to restore 
the original resolution. In 2011, Glorot proposed 
that the sigmoid activation function is closer to 
the biological neuron model [14]. The Generator 
used in our defense algorithm is ultimately trained 
using the sigmoid activation function. The final 
trained Generator produces a “false example” 
that is nearly identical to the structure of the orig-
inal sample.

dIscrImInAtor
We proposed the Discriminator, which also uses 
the micro-network structure for model compres-
sion. As early as 2014, Lin et al. [1] proposed 
micro-network-enhanced local modeling based 
on the limitations of traditional convolutional lay-
ers using linear filters and nonlinear activation 
functions to scan inputs that are prone to over-
fitting. This method employs convolutional layers 
and two-dimensional average pooling instead of 
fully connected layers in a classification network. 
Doing so is less prone to overfitting. Therefore, 
the second half of our proposed Discriminator 
uses 1 × 1 convolutional layers instead of fully 
connected layers to compress the model. The 

FIGURE 2. Three network architectures used in MN-GAN.
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network first utilizes four convolutional layers to 
output a 64 × 1 × 1 three-dimensional shape, then 
uses a 1 × 1 convolutional layer instead of a fully 
connected layer for model compression. The Dis-
criminator we designed performs game training 
with the Generator.

loss functIon
For training the GAN, we utilized a dataset com-
prising both original and malignant examples. The 
Generator vigorously generates “false samples” to 
mimic the original structure, while the Discrimi-
nator will try its best to differentiate the original 
samples from the reconstructed samples. There-
fore, GAN training involves the use of two loss 
functions.

The purpose of Generator is to ensure that 
samples generated by it are as authentic as pos-
sible. Therefore, the loss function of Generator 
is a weighted sum consisting of pixel-wise mean 
square error and antagonistic error.

Among them, the former mainly considers the 
image content loss, aiming to make the recon-
structed samples constantly close to the original 
samples. The goal of adversarial error loss is to 
generate reconstructed images that closely match 
the distribution of the original samples. This is cal-
culated based on the Discriminator’s recognition 
probability of the reconstructed samples, and the 
prediction results of the reconstructed samples 
keep approaching the labels of the original sam-
ples. Therefore, the loss function of the Generator 
in this defense algorithm is:

 l l lgmn mse adv− = +ε ε1 2  (1)

Here, ε1 and ε2 denote the weights of the 
mean squared error loss and adversarial error loss. 
lmse represents the pixel-wise mean squared error 
loss, and ladv represents the adversarial error.

Using the Discriminator, we can distinguish 
the real samples from the reconstructed samples 
generated by the Generator. Consequently, the 
Discriminator is trained by setting the label of the 
original sample to 1 and the label of the recon-
structed sample to 0. The loss function is defined 
as follows: where X and Xadv represent the original 
and adversarial examples severally.

 l logD X logD Xd n
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experIment
This chapter will illustrate the effectiveness, fea-
sibility, and innovation of our proposed defense 
algorithm. Firstly, the dataset used in the exper-
iment, experimental settings, and evaluation 
indicators are introduced. Subsequently, various 
evaluation metrics of the proposed algorithm 
are compared with those of other defense 
algorithms.

dAtAset

The defense algorithm we propose will use two 
datasets: the original sample dataset and the 
adversarial example dataset. The original sam-
ple dataset comprises 10,000 color traffic signs 
collected after processing, and the pixels of the 
processed traffic signs are all set to 32 × 32. The 
dataset includes, but is not limited to, speed limit 
signs, lane signs, turning intersections and turning 
angle signs, intersection number signs, traffic light 
countdown, etc. For the experiment, the FGSM 
is employed to generate an adversarial example 
dataset. The image number, size, pixel, and chan-
nel of the adversarial example data set and the 
original sample are the same.

experImentAl setup
There are three primary sections to the experi-
ment. First, the classification network was trained 
for a total of 100 epochs. The initial learning rate 
of the model is set to 0.01 and trained using 
the SGD optimizer. We also set the learning rate 
adjustment factor to 0.1, and the cross-entropy 
loss function is employed for gradient descent. 
Secondly, an attack model is trained to gener-
ate an adversarial example dataset. Subsequent 
experiments reveal that the attack effect is best 
when the disturbance value is set to 0.30 in the 
FGSM algorithm. Third, training the GAN enables 
the Generator to generate reconstructed samples 
that closely match the distribution of the origi-
nal samples. The essence of training GAN is to 
simultaneously perform game training for the 
Generator and the Discriminator in each cycle. 
Experiments have demonstrated that the training 
of GAN is performed in 2 cycles, and the effect 
of performing 4 cycles on the Generator in each 
cycle is the best. Set the learning rate to 0.0002, 
and use lmn−g and lmn−d defined above as two 
loss functions of GAN. The weights for pixel-level 
mean square error loss and adversarial loss are set 
to 0.7 and 0.3, respectively. The Adam optimizer 
is employed.

evAluAtIon Index
In the experiment, we will employ computation 
amount, parameter amount, structural similarity, 
and the accuracy of reconstructed sample predic-
tion as evaluation indicators.

1. Amount of Computation
The amount of computation corresponds to 

the time complexity, which primarily depends 
on the execution time of the training network. 
Floating-point operations (FLOPs) are commonly 
used as a unit to measure the amount of compu-
tation, representing the number of floating-point 
operations. GFLOPs are also frequently employed 
in papers when the computation is particularly 
heavy. GFLOPs denote one billion floating-point 
operations per second; thus, 1 GFLOP is equal to 
109 FLOPs.

2. Number of Parameters
The number of parameters corresponds to 

the space complexity, which mainly indicates 
the amount of memory occupied by the net-
work during training. It is typically assumed that 
a parameter is a float, which occupies 4 bytes. 
Therefore, bytes are generally used as the unit 
when evaluating parameter quantities. When 

The MN-GAN algorithm uses a micro-network structure to design a classifier and Discriminator. And we 
design a Generator model with a stride of 2 in the algorithm, which makes the sample classification 

accuracy rate reach 97.9%.
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dealing with a large number of parameters during 
model training, KB, MB, and GB are commonly 
used as units of measurement. 

3. Structural Similarity
In addition to using classifier detection and 

naked-eye observation to assess the effectiveness 
of reconstructed samples, the similarity between 
them and the original image will be measured 
using the Structural Similarity Index (SSIM).

SSIM measures the similarity between two 
images based on brightness, contrast, and struc-
ture. Specifically, mean, standard deviation, and 
covariance are used as metrics of brightness, con-
trast, and structural similarity, respectively. SSIM 
values range from 0 to 1, with a higher value indi-
cating greater similarity. When two images are 
identical, the SSIM value is 1.

4. Classification Accuracy
We input the adversarial example set into the 

trained Generator to generate the reconstructed 
sample set. And then input this into the classifi-
cation network to obtain the prediction accuracy.

AlgorIthm AnAlysIs
In our experiment, the initial step involves deter-
mining the perturbation value that yields the best 
attack effect for the attack algorithm. Following 
that, we set the number of convolutional layers 
and the step size in the Generator. Finally, we uti-
lize the verified parameters as the values of our 
experiments and proceed with the experiments. 
We then compare the experimental effects of 
MN-GAN with commonly used defense methods.

In our experiment, we mainly compare the 
defense accuracy of each defense method, the 
similarity between the reconstructed sample and 
the original sample, and the training cost, which 
includes the number of parameters and compu-
tations used by a single sample in the defense 
strategy. This section is divided into four main 
parts: parameter setting, reconstructed sample 
quality, defense accuracy, and training cost.

Parameter Setting
The initial stage of training is to prepare the data-
set. In addition to using the original dataset, it is 
also necessary to generate an adversarial example 
set. In our experiment, the FGSM algorithm com-
bined with the classification network is employed 

to produce an adversarial example set. The pertur-
bation value of the attack algorithm is set to 0.10, 
0.15, 0.20, 0.25, 0.30, and 0.35, respectively. An 
attack test is conducted on 10,000 data points in 
the original dataset. Figure 3 shows the classifi-
cation accuracy, precision, recall, specificity, and 
balanced F-score of the input samples for each 
perturbation value. The experimental data shows 
that the FGSM algorithm has the best attack 
effect on the original dataset when the perturba-
tion value is 0.30.

Convolution layer parameters such as layer 
number and step size should be considered when 
designing the Generator. In our experiments, we 
designed the model to employ 2-layer, 3-layer, 
and 4-layer convolutional layers and deconvolu-
tional layers. Figure 4 shows the comparison of 
each index using different generators to generate 
reconstructed samples. It can be intuitively con-
cluded that the image generated after training the 
Generator with 3 layers of convolutional layers 
and 3 layers of deconvolutional layers yields the 
best results. Compared to the Generator with 2 
layers, the image similarity is improved by 5.63%, 
with a slightly higher training cost than the 2-layer 
network. However, the sample quality generated 

FIGURE 4. Comparison of metrics for reconstructed samples generated by different generator networks.

FIGURE 3. Comparison of various indicators for adversarial example classification.
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by a 4-layer Generator is inferior to that of a 
3-layer network.

Therefore, based on the comparison of the 
above experimental data, the MN-GAN we pro-
posed uses a 3-layer convolutional layer and a 
3-layer deconvolutional layer to form a Gener-
ator. Subsequently, we conducted experiments 
by setting the step size parameters to 1, 2, and 
3, respectively. It is observed that the accuracy, 
precision, and SSIM value of reconstructed sam-
ples are not much different when the step size 
is 1 and 2. But when the step size is set to 1, the 
training time is nearly 6 times that of the step size 
2 training time. Although there is little difference 
in training time and cost between stride 2 and 
3, the image quality generated with a stride of 2 
is significantly better than that with a stride of 3. 
Considering these factors comprehensively, we 
chose a step size of 2 for both the convolutional 
layer and the deconvolutional layer in the Genera-
tor in our experiment.

Reconstructed Samples 
The examples produced by the trained 
Generator are reconstructed samples. The com-
parison of SSIM values between MN-GAN and 

other commonly used defense methods is shown 
in Figure 5. The SSIM value between the recon-
structed samples generated by MN-GAN and the 
real samples reaches 0.9626, which is closer to 
the real sample distribution than other defense 
methods based on GAN. The SSIM value of Mag-
net is slightly higher than that of our algorithm. 
However, the later training cost comparison data 
of various defense methods shown shows that the 
computation amount used in Magnet training is 
about 7 times that of our defense algorithm, and 
the number of parameters is about 16 times that 
of our algorithm.

Defense Effect
Our proposed defense algorithm is equivalent to 
denoising malignant samples. Figure 6 compares 
the recognition accuracy of original samples and 
reconstructed samples of several defense meth-
ods. The classification accuracy of our algorithm 
on the original samples reaches 99.59%, which is 
the best among all methods for the classification 
of original samples. The recognition accuracy of 
reconstructed samples has increased to 97.96%, 
which is only slightly inferior to Magnet’s recog-
nition accuracy of reconstructed samples among 
several defense methods. 

The defense algorithm we proposed not only 
improves the quality of reconstructed samples 
and the recognition accuracy of reconstructed 
samples, but also enormously cuts down on the 
training cost. In the experiment, the amount of 
computation and parameters are used as indica-
tors for comparison. In the defense model we 
proposed, the computation amount for a single 
sample entering the classification network training 
cycle is about 0.03 GFLOPs, and the parame-
ter size is about 20.08 KBytes. The computation 
amount of entering the Discriminator training 
once is about 0.51 GFLOPs, and the parameter 
amount is about 1.66 MBytes. Our proposed 
defense algorithm based on the micro-network 
structure has the lowest number of parameters, 
and the computation amount is only slightly infe-
rior to the defense distillation. Compared with 
Defense-GAN and Magnet, the amount of com-
putation and parameters are reduced by about 15 
times, respectively. Generally speaking, the train-
ing cost of the defense algorithm we propose is 
much lower than that of other defense methods, 
and the requirements for CPU and video memory 
are lower.

FIGURE 6. Comparison of defense effects of each algorithm.

FIGURE 5. SSIM value comparison between MN-GAN and other defense 
algorithms.
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conclusIon And future Work
We propose a new defense algorithm (MN-GAN) 
based on micro-network structure and GAN 
to defend against traffic sign adversarial exam-
ples in intelligent driving. By training GAN, the 
Generator can map the manifold distribution of 
adversarial examples to the real samples to elimi-
nate the adversarial disturbance so as to reach the 
aim of adversarial defense. Both the classifier and 
the Discriminator of the defense algorithm use the 
micro-network structure for model compression, 
and a model combining a convolutional layer with 
a step size and a deconvolutional layer is designed 
for the Generator in GAN. For the sake of verifying 
the experimental effect, experiments were carried 
out in combination with the FGSM attack algorithm 
in the collected data sets of various traffic signs and 
compared with several other defense methods. 
Experiments show that our defense algorithm has 
the best “recovery” effect on traffic sign adversarial 
examples and has high accuracy in its classification. 
Although compared with Magnet, our algorithm is 
slightly inferior in accuracy, but a lot of computation 
and parameters used in training are greatly reduced, 
and the response speed is improved. Our experi-
ments focus on defending against FGSM adversarial 
instances of traffic signs, and the generalization is 
low. Therefore, future work should focus on design-
ing and researching a traffic sign adversarial 
example defense framework that can continuously 
improve defense accuracy and defense model gen-
eralization while reducing training costs. Readers 
may consider designing compressed models for 
secondary defense and employing data augmenta-
tion techniques to enhance defense accuracy and 
generalization. This will have an important meaning 
for improving the safety of intelligent driving.
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